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TECHNICAL lvYrE3507

PRACTICAL CONSIDERATIONS IN SPECIFIC AJ?PUCATIONS

OF GAS-FLOW INTEMXROMETRY

By Walton L. Howes and Donald R. Buchele

SUMMARY

Optical refraction, end and corner effects, and spurious inter-
ferences may significantly afYect interferometric evaluation of gas-

i density fields. Evaluation equations which account for refraction are
derived in a previous report. In the present report these equations
=e extended to simultaneously include corner effects. The spurious
interferences can be used to aline a model with the l@ht beam. A
simple method for evaluating the density adjacent to a surface is

. described.

The random error in measuring fringe shifts is a function of fringe
spacing. h a representative experiment this randm error was found to
be less than the fringe-spacing variation produced by free-~treem tur-
bulence and optical imperfections. The latter variation was consider-
ably less than the fringe shifts caused by steady-state densi~ varia-
tions associated with boundary layers.

Recomputed laminar-boundary-layerdensity and velocity profiles
associated with supersonic flow along an insulated flat plate are in
fairly good ~eement with the theory of Chapnan and Rubesin. Computed
skin-friction coefficients are in fair agrement with theory. The re-
sidual disagreement between theory and eqeriment is attributed to
thickenhg of the boundary layer in the vicinity of the plate midspan
plane. Temperature variaticms within the windows may also be significant.

Interferometric determinations of the densiw at the waJJ-of a flat
plate in subsonic flow sre in very good agreanent with results given by
other methods.

Interferometric determinations of free-convection temperature pro-
files beneath a heated horizontal cylinder are in very good agreement
with the theory of Hermann when the kinematic viscosity of air is based
on the cylinder wall temperature, and refraction and corner effects are

-- —.-—. — — — -.— — . . ...
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.

accounted for. Ageement is poor, especially for large temperature dif-
ferenc’es,when the kinematic.tiscosiw is based upon ambient temperature. -

Accordhg to the experimental results, refraction is generally
significant in boundary-layer studies. Corner effects are likely to
be important when the model is not bounded by windows, but unimportant
when the model is bounded. In determining the free-stream density in
a wind tunnel, end effects are usuaJJ-ysignificant.

~ three typical experbmnts the applicability, appsrent-ray-
trace crossing, and source-size criteria specified in a previous report
were found to be satisfied. Series remdnders were generaUy negJ&gible.

IN’PRODUCTION

Density evaluation equations for use with optical interferograms
of one-dimensional densi~ fields are derived in reference 1. These
equations account for optical refraction. However, certain additional
sources of error are of interest. The most significant additional
sources of error are likely to be

(1)

(2)

(3)

(4)

(5)

End and corner effects

Measurement of interference-fringe shifts

Model alinement

Spurious fringe shifts in the vicinity of surfaces

Turbulence

U are considered in the present report.

Refraction corrections are described in references 1 to 3. Correc-
tions for end or corner effects are reported in references 4 to 9.
However, optical refraction and corner effects have not been analyzed
simultaneously, although the two effects are interdependent. In the
present report the evaluation equations reported in reference 1 are ex-
tended to include simultaneous corrections for corner effects.

b certain instances, the usefulness of interferometrymay depend
upon the accuracy of interference-fringe-shift measurements. Therefore,
the results of an’investigation of the random errors in measuring fringe
shifts are inclpd in the present rePofi●

.

—— -—.—.-— — —. ..—.
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h addition, spurious fringe shifts may
errors in evaluating the densi@ immediately

3

introduce significant
adjacent to a surface.

Sources and uses of the spurious fringe shifts are considered. A tech-
nique not involving spurious interferences is described for evaluating
the densi~ adjacent to a surface. The effect of turbulence is noted.

The significance of the preceding items, as well as other consid-
erations indicated in reference 1, is determined for three representa-

8 tive experimental studies, namely,

(1) The
along

(2) The
sonic
edge

(3) The

laminar boundary layer associated with supersonic air flow
an insulated flat plate

boundary-layer densi@ distribution associated with sub-
air flow along a thick flat plate with a blunt leading

temperature distribution associated with free-convective
heat transfer

Suppose that in

frcm a horizontal cylinder

~OFl?KU?GESH13TS

a given experiment the density field recorded as
an optical interferogmm consists of an ambient region having coni3tant
density P_ and a second region in which the density p is a function
of a single Cartesian coordinate y (and time] which is .essentialJy
perpendicular to the path of the interferometer 13@t beam. The inter-
ference fringes sze, then, usually initially oriented

(1)

(2)

or

(3)

ParaUel to the graikknt of p

Perpendicular to the gradient of p

For the infinite-fringe condition

Orientations 1 and 2 are illustrated in figures l(a) and (b), respec-
tively. Orientation 3 corresponds to constant phase of interference.

The fringe pattern associated with the field P(y) differs from
that which would exist if p(y) were replaced by pa (compfie corre-

sponding “flow” and “no flow” patterns in fig. 1). At any point on
the interferogrsm the change of phase and order of interference cor-
responding to the change p~ to p(y) is called the fringe shift at .

..———— .._. — .——— — —–— .—. —— .--———–——— _. —.-. —.—._
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that point. Thus, fringe shifts, henceforth denoted by N, are ex-
pressed in units of fringes, where a unit fringe shift corresponds to
a change of 1 order of interference. (KU_ symbols are defined in
appendix A.)

Expressions for computing the fringe shifts from measurements of
lengths on an interferogram are as follows:

(1) Orientation pamllel to gradient of p - At a given vslue of
y’ (where primed quantities, henceforth, refer to lengths on the inter-
ferogram and, thus, take into account magnification),

[’()<xI- < al)%1 =
lx’ - X,(I

lNl=n -i-l ~, ‘~ \n= 0,1, 2,.../

co
/

where x‘ - ~ (in the image plane)

rection of a fringe with respect to

for ambient conditions, and ~~ is

with the field p-. A s~le accurate method for determining any value

of N is suggested by the preceding formula and wilJ_be described sub-
sequently. The random error AN in N is given by

is the displacement in the x’ di-

the position ~ of a given fringe

the mean fringe pitch associated

where Ad: is

(*s’[’+(*sI&} ‘N’O)
the random error h a single measurement of d:.

(2) Orientation perpendicular to gradient of p - At a given
value of y’,

(v=l,2,3, . . ..n)

where the d; are associated with the field p(y) and are sumned

starting from the value of y at which p(y) = p=. The quantities
d~ and d’m may represent either fringe pitch or semipitch. Only

.

“

1

.

values ~, d:= $
1’ % : “ “

are included, because only interfer-

ence maximums and minimums can be determined reliably by visual observa-
tion. The random error in N is givenby .

—. . .——
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(3) Winite-fringe

1
,2,1) 1+ “ “where n = —

+ (N+ O)

adjustment - At a given value of y’,

lNl=n

. . The random error in N is given by

(Yr=(y+(’j??) (n + o)

v =1

where the error of estimating the phase of the infinite fringe associ-
ated with p is estimd%d to be about 1/8 fringe, and A% corresponds

to the value”of M: when ~ = ~~.

The question arises as to which initial fringe adjustment is most
desirable. Wtial orientation pa?xdlel to the gradient of p appears
to be preferable for the following reasons:

(1) Accurately ueasuqble values of N are not lJmited to sle-

cific values d’ = *, 1~%’ “ “ “ “

(2) It follows from reasonl that p(y) can be determined rela-
tively accurately even if the maximum absolute value of N smounts to
less than 1 fringe.

(3) The possibility of confusing aninterf’erence fringe adjacent
to a surface with the surface itse~ is reduced.

(4) ThepossibiMty of confusing interference fringes adjacent to
a surface with diffraction fringes Para31el to the surface is reduced.

Advantage 1 app~es specifically to visual measurements on an in-
terfero~am. Photoelectric measurements on an interferogram also allow
determination of intermediate values of N for the other orientations.
However, accurate photoelectric measurements require esdremely precise
photographic technique because photographic eq?osure is a nonlinear
function of the phase of interference, and photographic density is
generally a nonline~ function of photographic eqosure.

— .. ————— ——. ——..
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.

For initial orientation parallel to the gradient of
files of adjacent fringes sre identical. Thus, for each
value of y‘ the shift x‘ - ~ of a given fringe frcm

position is measured. The fringe shift is ccmputed frmn
previously @ven, where n = O. However, when x‘ - x:

p, the pre-
selected

.

its ambient

the formula
attains a

&lue suti that “lx! - x~l >~j the x’- traverse of he canparator is

returned (holding y‘ fixed) to the adjacent fringe, which has shifted
to the vicinity of ~. Measurements of x r - ~ for selected values 0)

of y’ are made on this new fringe snd N is computed with n = 1.
~—
0

When again lx’ - ~1 ~~~
m

for this fringe, the next adjacent fringe

is selected for measurement and N is computed with n = 2. The
process can be repeated for any number of fringe shifts. The measured
quantities sre illustrated in figure l(a). The process is extremely
simple, and accurate measurements of arbitrq values of N are ob-
tainable. U measurements are performed between the extensions of
two adjacent smbient fringes. Thus, a fairly lsrge x cmponent of
wad P can be tolerated. Intolerable values of the x component
of grad p cause discontintities of the measured fringe-shift profile
at integer values of N. b such cases it would be necessary to re-

.

vert to the method of measurement described in reference 10.

RANDOM ERRORS IN ~G I?R13’JGESEIFl!SAND FKtNGE-SH12?TDERIVATIVES

The @ortance of randan errors in measuring fringe shifts is dis-
cussed in reference 11. The probable error in measuring fringe shifts
was assumed to be ‘1fringe (AN = *1). The minimum required total fringe
shift for accurate determination of a variable densiw field was esti-
mated to be at least 10 fringes (N = +10). However, more recent ad-
vances cause the assumed random errors and conclusicms reached in refer-
ence D to a~ear arlmmel.y conservative. For exsmple, the relative
error in experimentddy measuring N is reported to be W .07 in refer-
ence 8 ~d, from the data given, is about +0.04 to +0.09 in reference
12. Consequently, the minimum required total fringe shift is consider-
ably less than 10 fringes, and the range of Mach nmbers (in the case
of flow phenmena) for which the interferometricmethod is useful is
probably considerably greater than the range O.5 to 3.0 predicted in ref-
erence Xl.

The error in N is often regarded as the largest random error in
gas-flow interfercmetry. Moreover, accortig to the methods described
in references 1 and 2, measurements of slopes ~/dyD of the measured .,

fringe-shift profile msy slso “bedes&able. It becomes im rtant to

rdetermine what the random errors in measuring N and dll@D actually .
are.

.—. .
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Error in N

The random error in IV associated with steady-state

7

measurements
of boundary Layers and similar phenomena is ccmrposedof two types of
error, namelyj

(1) The randm error involved in measuring N

(2) The random error caused by fluctuations of the phenomenon about
the steady state

The error in measuring N by visual methods depends upon several
factors, among which are

(1) The

(2) The

(3) The
of p

(4) The

value of d‘m

distribution p(y)

initial fringe orientation with respect to the gradient

photographic properties of the interference-recording
metium, for example, contrast, densi~, resolution, graininess

(5) The ma@_fying power of the instrument used for viewing the
interferograms

The effect of d: is considered in the following paragraphs. The ef-

fect of initial fringe orientation is presented in the preceding sec-
tion. Items 2, 4, snd 5 are discussed in appendix B.

Consider two adjacent parallel interference fringes having a center-
to-center separation (pitch) d’. Then, the relative error in a single

~ due to an ~rror Ad~ in measuring d~ is given bymeasuraent of I?

Ad:
ANw=-

d:

where, as before, Ad’ represents the rsmdcm error in

ment of d;, ~‘ represents the mean value of several

IId:, and N = 1.w

a single measure-

me=wem~ts of

The standard deviation in measuring N= was determined from a

series of 19 interferograms possessing various values of d: by means

of a commercial optical comparator having the folJowing characteristics:

._. .— ————. —.— —— _ . —.——.
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(1) Rea&billty: 0.001 millimeter (0.WO04 in.)

(2) -fying POW=: X22.6

(3) Illumination: Diffused

All measurements were made at one location on each interferogram in
order to avoid the random error associated with spatial variation of
d~. -Additional detdls are @ven in appendix B.

The results of determining M: and AN. as functions of ~~ are

shown in figures 2(a) and (b~ respectively. The Limiting yrofi~e
(AM~ti as a function of d&, corresponding to the readability of the

comparator, is slso shown in figure 2(b). The measurements of Ad’
are represented by the straight lines

.

so that

ANm =0.003/d; (q -=1.4ml)

(a: >1.4 mm)

where Ad& and z~ are in millimeters. The pair of profiles associ-

~ted with each of the above sets of formulas do not coincide at
d: = 1.4 mi~eters. This lack of coincidence is of minor importance,

however, because only orders of magnituie are of interest. The minimum
vslue AI?= = 0.005 is 1/200 of the value assumed in reference 11 and

about 1/10 of the values indicated in references 8 snd 12. However, the
vslues tidicated in references 8 snd 12 probably include alJ factors con-
tributing to AN, except possibly time.

Because of the smallness of AdJ, it is quite ldkely that space

and time variations in d’ caused by turbulence and optical imperfec--
tions wilJ be greater than Ad: even over smsll regions of the field.

Space variations of d: can be determined from a single interferogram.

Time variations csm be determined for correspondingpoints on a series
of interferon. Space variations of d: were determined frmn single

measurements at several locations on a single interferogrsm. The space
variations (standard deviations) associated with free-stream region in

-

the subsonic-flow erperi.mentto be discussed were

— —
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.

M’ = 0.02 mm
m

~ s ().()1
w

for ~ = 1.31 millimeters and within a fixed interval of x’. The

latter variations ae two or three times greater than the corresponding
deviations associated with the measurement process. However, the spa-
tial variation L3TQ= 0.01 is only about 1 percent of the nwdmum

fringe shift involved in the experiments. Time variations in N are
discussed in conjunction with the subso@c-flow expriment later in the
present report.

All results were obtained for N= = -1. If the interval of meas-1!
urement includes n constant pitch fringes,
measuring nN= is inversely proportional to
influenced only by the observer’s ability to
interference msxhums (or mhimums ) bounding

&ror ~ d?/dyD

then the relative error in
n, because the error is
determine the locus of the
the interval.

The slope dN/@D of a measured fringe-shift profile ~, as re-

quired by the evaluation procedure presented in reference 1, can be de-
termined by several different methods. The error in determdninn the
slope depends upon the error in the profile ~ as welJ as the error

in measuring the slope. However, by assuming a known profile ~, tests

were made to determine the error in measuring the slope by means of an
optical itifferentiator.The oytical ddfferentiator was selected be-
cause of its simplicity and the rapidity with which measurements can be
perfozmed.

A Ufferentiator based on the principle of that described in ref-
erence 13 was constmcted with provision for attachment to a drawing
machine, thus permitting direct reading of slope angles m in incre-
ments of 5 minutes of arc.
10-inch plot of the profile

was computed in reference 1
file. The value of dN/dyB

yD is given by

m
~=

Measurements of m were made from a 7- by
ND shown in figure 3(a). This “profile

from a hypothetical e.qonential-densi~ pro-
associated with any given abscissa value

(scale factor) tanu

Comparison of the hypothetical and measured profiles ~D/dyD is shorm
in figure 3(b). The standard deviation of a single measurement of @

—— . __ ——_— ——.— . ..— —— --- — —— ... —-—-—



10

was found to vary from zero to about 10 minutes
being associated with the greatest curvature of

the qe of values of ~/dyD considered, the

NACA TN 3507

of arc, the larger error
the profile ND. For .

relative error

was less than 10 percent,

small errors in measuring

except when Io I

m correspond to

Error h Densi~ Profile

in de-

approached

very large

a

With sane knowledge available regarting randm errors in measuring
N ad dN/dyDjthe radom errors in the density ratio @ and distor-

tion D, which determine the”densi@ profile P(y), can be computed.

Evaluation equations for p* and D sre given in reference 1 and
are repeated in appendix B. E&pressions for the random errors in p*
and D also are given in appendix B, where it is shown that the error

.

in measuring N is of prime @ortance in determining the error in p*
when IN[ is smaJJ %ut becomes much less significant as INI increases. ~
Because ~e absolute magnitude of the refraction term, namely,

& (2 - 3K)b~L2, is much less than that of the primary tern” N & in
w

the equation for ~, it follows that relatively large errors in dN/dyD

have only a small effect upon p*. For example, if the refraction term
amounts to 10 pert-t of the primary term, then an error of 10 percent
in determining dN/dyD amounts to an error of less than 2 percent in

computing p*. However, a 10-percent error in detemdning” dN/dyD

yields a 10-percent error in cmnputhg D. Thus, it is desirable to
keep D as small as possible. This can be accomplished by properly
choosing the object plane, that is, the value of K. Generally, the
previously described method for determining dN/dyD is adequate.

The preced3ng pragraphs deal with the errors in evaluating the
shape of a profile P(Y} without regard to its location with respect to
materisl objects. Errors involved in locating the profile are somewhat
dlfferent from those discussed previously and may best be considered in
conjunction with specific expetients,

SURFACE EFFECI’SAND MODEL AUMD@NT

@ite often the re@on Immediately adjacent to a model surface is
of prtme interest in gas-flow experiments. Unfortunately, this region
is Likely to be the region in which experimentalmeasuraents. of any .
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kind are most difficult. fi the case of interferometry, the principal
deleterious effects are misalinement of the model with respect to the
Eght beam and spurious fringe shifts caused by surface reflections and
diffraction.

Assume that the interferometer optical system is dined. Then
spurious fringe shifts may be characterizedby the angle Q which par-
allel ray traces make with respect to the surface of a model. The three
basic ray-trace configurationswith respect to a flat plate are illus-
trated in figure 4. The correswnding awearance of the surface of the
plate for the three characteristic configurationsuti~zing first the
test beam only, and then both
spectively, for the condition
fringe patterns are discussed
as in a wind tunnel, observed
plicate the interpretation of
primary interest.

Although the complicated

besms, is shown in figures 5 snd 6, re-
ef “no flow.” Details of the observed
in appendix C. Ih the presence of flow,
spurious interferences would sevekel.ycom-
the Zehnder-Mach fringes, which are of

interferences near the plate surface may
be regarded as spurious because they tend to obscure the Zehnder-Mach
fringes, nevertheless, they msy serve useful “purposes,namely,

(1) Their tistence provides a rapid and easy method for dining
the light beam with the surface of the model.

(2) The reflection fringes might be used to evaluate density dis-
tributions in cooled boundary layers, that is, in situations where the
light is refracted against the surface of the model..

Methods for alhing a Eght beam with a flat surface are described
in references 3, 7, and 14. Alternatively, the alinement can be ac-
complished by utilizing the spurious fringes, a simple ~ lens,
snd a fine wire. As described in appendix C, the prominent surface
phenomena are diagonal reflection fringes when Q <0 (fig. 6(b)) and
diagonal cliffraction fringes when Q > 0 (fig. 6(d)). The two fringe
pattezms are inclined in opposite directions with respect to the sur-
face of the plate. Alinanent of the surface may be accomplished by al-
lowing one end of the tie to touch the surface at the plate midspan
plane. The image of the wire and the spurious interferences are ob-
sened by using the magrifier with the camera ground glass removed. The
interferameter or the model is then rotated about the he formed by the
intersection of the object plane mod the model surface. Alinement of
the plate is indicated by the “picket-fence” appearance of the spurious
fringes at the surface (fig. 6(c)]. Next, the ground glass is replaced.
The fine wire may then be used for locating the ground glass at the de-
sired image plane.
surface also serves

Observing the point of wire contact with the plate
as a check upon the aUnement procedure. The entire
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procehe is simple, rapid, and possibly sanewhat more accurate than “
the methods described in the references cited, although no data are .
available for ccmparing the methods. Residual misakinemat resulting
fran application of the present methc-dwould definitely be well within
the permissible misalinement Mmits set in reference 1. A similar aUne -
ment procedure may be utilized for any surface which can be made parallel
to the L@ht beam.

EVALUATION EQUATIONS FOR ONE-DIMENSIONAL DENSZ!2YF~S,

INCIXDING REFRACTION, END, AND CORNER CORREC?ZIONS

h practice it is umlikely that any gas density field will be truly
one ikhnensional. For exsmple, in a wind thnnel the condition of one
dimensionEWL@ will be tiolated in the vicinity of the spanwise ends of
a model and by boundary layers fo-imedon the wind-tumnel windows. Sim-
ibr violations of other basic geometries are likely. With regard to
interfemmetry, the optical effects introduced by boundary layers on the
windows and at the spanwise ends of the model will be called end effects
and corner effects, respectively. The following specific definitions
will be adopted:

(1) End effects -
boundary layers
densi~ pm

The optical effects caused by wind-tunnel-window
which are involved in determining the free-stream

(2) Corner effects - The optical effects caused by boundary layers
in the vic~ty of the spanwise ends of a model which are in-
volved in determining the basic variable densi~ field associated
with the assumed geometry (p[y) in the present instance)

The model may, or may not, be contained within a wind tunnel. Thus,
two cases of corner effects are of interest. If the model is contained
within a wind tunnel, the model may, or may not, span the tunnel. If
the model spans the tumnel, then the model and end-wall boundary lqers
will intersect. E the model does not span the tunnel, then the bound-
ary layers may, or may not, intersect, depending upon how close the
model is to the spanwise walls and other factors. ~ the present re-
port the following two cases will be considered:

(1) The model.is contained wi- a wind tunnel and spans the
tumnel.

(2) The model is not contained within a wind tunnel.

h many instances evaluation equations which apply to the other situa-
tions can be readily obtained by modM@ng the derivations presented
herein.
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Consider abasic one-dimensional density field p(y). Assmne that
end and corner effects correspond to minor deviations from the basic
assumed geometry. Major deviations would correspond to a &Lfferent
basic geametry. Thus, it would then be appropriate to assume a dif-
ferent basic geametry. An equation for computing the free-stream densi-

W Pm in a wind tunnel and which includes end corrections is derived
in appendix D. Evaluation equations for P(y) are derived in appendixes
E andF. These equations ticlude corner corrections, as welJ as re-
fraction corrections. The previously Usted case 1 is consideredin
appendix E, whereas case 2 is treated in appendix F. In these two cases
evaluation equations are developed by extending the analysis reported
in reference 1 to include corner effects.

l?ree-StreamDensity pa

Bymesns of interferometryit is often possible to determine the
free-stream densiw pm within a wind tunnel from measurements per-

formed outside the flow field. The appropriate eqertiental geometry
consists of a wind tunnel.of rectangular cross section boundedby win-
dows at its spamise ends, as shown in figure 7. Two adjacat spanwise
reference holes are drilJ_edthrough the spanwise walls or through a
model which spans the tunnel. The hole denotedby r in figure 7 is
connected to the extkxmal a-osphere, whereas the hole denoted by w
is connected to the tunnel gas flow by means of a static tap. Appro-
priate values of pressure, temperature, and density within each region
are noted in figure 7.

It is shown in appendix D that the free-stream densim p= is
given by

where the window boundary layers are assumed to be turbulent. The
measurable fringe shifts N~,r and Nw,r are associated tiw tie

density differences p- - pr) ad Pw - PrJ respectively, where pr is

the density within hole r. The density Pw at

model, wall which is parallel to the light path
and iS giVeI.lby

a wind-tunnel, or

is also of interest

Pw ()‘Pr+~,r&

Further details concerning appropriate qerimental and calculation
procedures are givenin appendix D.

—..— —- —— — ———- .- ——--—— ..—
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Density Field p(y) (Model Spans Wind’lhmnel)
o

Corner effects associated with a model contained within a wind
tumnel are considered in’references 6 to 8. The appropriate geometry
consists of a wtnd tunnel of rectangular cross section bounded at its
spsnwise ends by plane windows. A model whose shape is independent of
the spanwise coordinate z completely spans the tunnel. The density
field adjacent to the model surface is effectively a function of a sin-
gle coordinate perpendicular to the surface, except at the spanwise
ends, where the model-wall and window boundary layers intersect. A
typical ray trace through the test section and relevant geometrical
quantities are shown in figure 8.

Evaluation equations corresponding to two Particular assumed end-
wall dasiw distributions, namely,

(1) Ineffective-average densi~

(2) Apower-law density distribution

are derived in appendix E. Evaluation eqyatims associated tith distri-
bution 1 are useful when the exact end distribution is unknown. How-
ever, in wind tunnels the boundary layers on the wind-tunnel windows are
usually turbulent at the test section. Then, the end-waJJ density dis-
tribution may be closely approximated by the power-law distribution 2.

The evaluation equations corresponitl.ngto the two asswned end
densi~ distributions are as foIlaws:

EYfective-average density:

One-tezm approximation: Vq = b.

where

Y =yo=yD

03
z
to

.

.

..— ..—
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Two-term

k
P*= —-1 + N kp=~

where

15

where

The designation of one- and %-term appradmations refers to the
number of terms of the assmned series expansion for refractive in-
dex which are utilized (cf. ref. 1). The superscript (2) asso-
ciated with ~ and cl indicates an appro-tion obtained by .

setting c1 ‘ L2 in order to yermit ccmrputationof the required

quantities. Throughout the entire report the convention + or - is
associated with p(y) increasing or decreasing, respectively.

.. . — - —.— ._—.—.-.-—— - — —.—.——— _ —...—_—
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Power-1aw distribution;

One-term approximation: Pv = b.

Two-term

1
P* —-

‘l+ Nkp~

Y E Y. = yD

appro-ti on:
‘n

= b. + bl~
.

—— .—— ——- —-- .— —.
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ysyo=yD-D

D ;[(1 -=*- ZK)L + ~2 - @R

~p _ y ~D

Y

The approximations indicated by the su~erscripts in parentheses
are made for the same reason as in the preceding case. calcula-
tion procedures for both cases are similar to that given in ref-
erence 1.

b order to include corner effects, additional quantities must be
determined, namely, the window bounlary-layer thickness 5Z and the

Pa -P2~
relative density-ddfference

P“
across the window boundary

layer. Usually the two quantities can be estimated or, if necessary,
measured by some method other than interferametry.

The present evaluation equations are more cumbersome than the
corresponding equations yresented in reference 1. Thus, in order to
minimize computation, it appears adtisable to calculate first the ex-
treme magnitudes of the corner-effect contributions associated with
the individual terms by comparing them with the corresponding terms
in the equations given in reference 1. Quite often, these contribu-
tions may be negligible cmpared with the p~ and refraction ef-
fects and, therefore, can be neglected, thus reducing the calculation
to that ~dicated in-reference 1.

Density Field P(y) (Model Not

Corner effects associated with
tunnel are considered in references

—

Contained tithin Wind Tunnel)

a model not contained within a wind
4 and 5. The experimental geometry

is similar to that for th~ ~?!eting case except that the wind tunnel
is absent. Again, the dens$~ field adjacent to the model is effec-
tively a function of a single coordinate perpendicular to the surface,
except at the spanwise ends. A @_pical ray trace through the test sec-
tion and relevant gemnetrical quantities are illustrated in figure 9.

—
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.

Ihnsiluationeqpations associated with an effective-average end
density distribution are derived in appendix F. The resulting evalua-

.

tion equations exe as follows:

Effective-average densi~:

One-term appradmation:

Y=

Two-t= ap~rax5mation:

Y()= YD

A lb2%
P* = {[

4-~+3(1-
1}

K)L-~, +*r2l+N ~- —
b.% 12 l=.

a2 )~ 5‘z

a2 <1

1)
2(yH - 5Y) = z

cob
to
to

9

,. ————
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YH=YO+H

H ‘**%

Y EYOSYD-D .

preceding case also apply in the present

instance. The additi~ titities which must be determined are ~,

5Z, 22, and a. The model boun~-~”r thicbess ~ can be meas-

ured directly frm the interferogram. often 5Z, 22’,and a canbe

measured from a supplementary interferogram obtained with the optical
ads reoriented to be mutud-ly perpendlc- to the y-coordinate axis

ad the OZ’i@Rd. Optical.tiS ●

gpThe quantities 11 and 2 may be

computed or msy be measured directly fran the supplementary interfero-

n. usually p~ corresymds to atmospheric densi~.

~ APPLICATIONS

fiterferometer

Three Zehnder-l@ch interferometers Possessing 6-inch-tiameter
mirrors have been uti~zed at the NACA Lewis laboratory. The geome~
of the latest design is shown in
interferaneter appears in figure
tion ratio in perpendicular arms
reorientation of fringes without

figure 10, and a photograph of the
11. B all designs the mirror separa-
is approximately 2:1, thus permitting
defocusing. Also, the commonly

_ —— —-. ~—— _ . ..— —. —.— ._z — .—c _ _ .—-.——
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practiced (refs. 15 to 17) but undesirable desiga characteristic, if
aberrations sre considered, involving passage of the test hesm through
the final splitter plate is avoided. Optical specifications of the
latest model follow:

(1) Colli.matinglens: 30-33Nh focal length, f/5 telescope
objective

(2) Full-reflecting mirrors: 6-Inch diameter, l-inch thick;
aluminum-siliconmonotide coated; flat to O.lA sodium light
(D Mne)

(3) Semireflectingmirrors: 6-Inch diameter, 3/4-inch thick-
titanium dioxide coated; flat to O.lX sodium li@ht (D Mne\

(4) Camera lens: “Two of 20-inch focsl length, f/4.5 Bausch and Lomk
Tessars arranged face-to-face to form an afocal system producing
unity magnification

The light-source unit provides for the use of incandescent, sodium,
high-pressure mercury arc snd magnesium spark light sources by the
simple expedient of rotating a mirror inclined at 45° to the plane con-
taining the lAght sources. The mercury arc lamp is equipped for steady
or flash operation. The magnesium spark unit and power supply are very
similar to those described in reference 18. The spark unit produces
about six tties the luminous intensity of the mercury flash in the same
exposure time (apprw. 14psec). Sets of interference filters and
apertures,in sfiding inserts are contained in the light-source -
cold.imatorunit. The mmdmum permissible test-section span is 18 inches.
A sliding insert in the reference path permits rapid insertion or re-
moval of wind-tunnel-window compensator plates or other desired devices.
The camera shutter and, if desired, a lmife-edge unit for schJ4eren
photography sre located at the afocal point of the csmera-lens system.
All shutter controls are operated from outside the camera box by means
of extension levers. The csmera ground glass and film holder are part
of a standard 5-by-7 plate-back camera and are adjusted for focussing
by means of the csmera bellows. A 35-milXmeter film-adapter unit is
also available.

The afocal csmera-lens system was selected to produce unity magnifi-
cation of all object planes throughout the test-section span. Thus, no
correction for image magnification is required. The actual measured
magnification as a function of the object plane is listed in the fol-
lowing table, where the entire available test-section spau is 18 inches:

4.5 0.9984
9.5 .9979

14.5 .9985

.

.

.

____ —.—— —.
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.

The interfercuneterHght source and camera subassemblies are quickly
removable and re@aceable. The interferometer is supyorted by adjustable-
height legs equlpyed with castered wheels; trunnions yermit rotation of
the instrument when supported by a yoke. The aforementioned accessories
permit movement, installation, and adjustment of the instrument at a new
facility aJJ in one day. Moreover, a complete set of bounckry-~r
data (24 intetierograms, four flow conditions) has been obttied in not
much more time = that required to obtain the
conditions (about 2 hr).

A discussion of three typical ~erimental
interfercrnetryfoJJmm. Novel exp~tions for
theory and experiment are ‘proposed.

desired wind-tunnel

applications of gas-flow
discrepancies between

The applications are reported in the sequence in which the eweri-
ments were performed in order that successive improvements in technique
might be noted.

Supersonic Air Flow Along a Flat Plate

Laminar-boun@-layer density profiles associated with supersonic
air flow along an insulated flat plate and reported herein were calcu-
lated frcm data utilized in reference 10. The present density calcula-
tions differ from those reported
equations derived in reference 1
Appropriate data for the present

where

number
plate.

L=

A= 2.15X1O-5in.

in reference 10 in
and in the present
calculations were

3.60 tie

K= l/2

k= o.117 Cu ft@g

0.4x106 c Rev < 1.0x106
&

X = 2.5 in.

t.h&tthe evaluation
report are applied.

line)

M- is the free-stream

based on the distance

Mach numiber,and R% is the Reynolds

x downstream of the leading edge of the

—.. —
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Fo3J_owingestimation of corner effects, density profiles were com~
puted according to the two-term equation presented in reference 1. The
computed profiles are shown in figure 12(a] as a function of the dimen-

~ ~. The corresponding theoretical density pro-sionless distance ~

file, according to Cha- and Rubesin (ref. 19), is indicated for com-
parison with the experhental data. Velocity profiles u* as a function

of ~ ~, where u* = ~, were calculated from the equation

and are shown in figure 12(b) for ccmrparisonwith the theoretical pro-
file predicted in reference 19. The theoretical total-tcqerature ratio

T$ = T#(Tt)C indicated in reference 19 was assumed for camputing u*

Aom experimen~ data. Values of the section skin-friction coefficient
~ were calculated by numerical integration of the modified w

momentum equation

J ‘Y

(Jx=z
Xo

p*u*(l - u*) dy

The computed coefficient Cx as a function of Rex is shown in figure

12(c) for comparison with theoretically predicted results for laminar
flow.

Densi@ ~rofiles were also computed according to the one- and three-
term approximations derived in reference 1 and the present two-term ap-
pradmation, ~ch includes corner effects. The resulting density pro-
files for the largest Reynolds nmiber are shown in figure 13 in order to
illustrate the c~tive importance of refraction and corner effects.

The recmputed density profiles shown in figure 12(a) exhibit a
greater tendency to collapse into a single profile than do those shown
in reference 10. Also, there is a genenal shift of the yrofiles so that
the value of p* associated with a given value of y is larger than
was the case in reference 10. The experimental density and velocity
profiles me very similsr to those exhibited in reference 8. A system-
atic disagreement between theory and ~erhent is evident. The recom-
puted values of ~ are in letter ageement with theory than the re-

sults presented in reference 10. The difference between expadmental
and theoretical values of Cx varies fmm O to 30 percent, with the

greatest relative clifference associated with the lsrgest Reynolds number.

-—. —. -–——
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The msximum

Rex = 0.483XL06)

refraction correction varied fran 4

to 10 yercent (at R%.= 0.989X106)

23

percent (at

of the relative

msdmum density difference (pw - p.)/p=. The folhwing additional

items are important in determidng the validity and error of the com-
puted density profiles (cf. ref. 1):

(1) Applicability criterion: Determines when the two-term appr@-
mation equations are valid

(2) Apparent-ray-trace+rossing criterion: Specifies the condition
for which the interfero~sm is free of superimposed imag~

(3) Light-source criterion: Specifies magnitude of misalimment
or lateral extension of light source for which the assumption of
an axial point source, hence the ~roposed evaluatiau equations,
remains valid

(4) Series remainders: The errors in p* and D resulting from
termination of the series expsnsion for refractive index

(5)

(6)

The

Corner effects

Error in measuring fringe shifts and free-stream density p=.

computed extreme value associated with
items was as follows:

(1) App13.cabili@ criterion:

.&Jo4 ~.-z < d~/&D < 2X104 in.‘2

-2X104 in.‘2 < d%jdy; <0

(2) Apparent-ray-trace-crossingcriterion:

each of the preceding

(crit+don]

(experiment)

pD/dyl <1.0 (criterion) ‘

ldD/ayl <0.1 {expertient}

(3) Ii@t-source criterion:

(q/f)2<< 1.0 (criterion)

(df)2 -= 4X10-9 (experiment)

(p/f)2<< 1.0 (criterion)

(p/f)2 < 10-4 (experiment)

.

—.— -—.— —.—— ..——_ —.. .— __ —.—. .—
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(@mtities P and q are lateral coordinates of points in the plane
of the light source. Coordinate p corresponds to x, and q cor-
responds to y. The origin (p)q) S (0,0) 13.eson the optical, or z-,
tis. )

(4) Series remainders: Corresponding to the two-term appro-tion,

lR2h3*)ls 0.002

I%(D) I s 2xlo-5 in.

(5) Corner effects: The errors introduced by neglecting corner
effects were found to be

Ap* ~ 0.01

~< oc~ol ~.
>

(6) Error in measuring N and p=: For.-tieinterfero~ams pre-

sented in reference 10, ~: = 0.01 inch. The fringe shifts were care- .

flillymeasured. Therefore, by assuming that the dalxain figure 2(b)
apply and by utilizing the error

7

ression for orientation parallel to
grad p, it is estimated that IAN N I = 0.02 in the region (adjacent to
free stream) associated with the greatest dis~ewmsnt between theory
and experiment. W the indicated region, N = -0.5. Thus, the standard

deviation of p* caused by the error in measuring N was A@ = O.~1.
The error in measuring p. is unknown.

AU criteria were satisfied. In fact, it is quite unlikely that
the Mght-source criterion would ever be tiolated unintentionally. The
values given for the series remainders are much less than the values
originny ccquted accord@ to the remainder formulas given in ref-
erence 20. The corner effect and mndom e~nor in p* caused by the
error in measuring N were negligible.

The preceding errors are insufficient to account for the systematic
dis~eement between theory and experiment, especially in the region
adjacent to the free stream where refraction corrections are negligible.
Remining sources of ~ossible significant errors are

(1) Error in measuring free-stream density p.

(2) Flow transition

(3) Transverse contamination

(4) lkcorrect assumptions regarding the boundary-layer geometry

(5) Nonuniform heating of the wind-tunnel windows

—.. . .—. _.———
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(1) The disagreement between theory and experiment indicated in
figure E?(a) is systematic. The error in measui~ pm iS l~e~ to he

random. A systematic error in p~ corresponds to flapping the profile

about the ordinate value p* = 1 with the profile at y = y. held

fixed and the end of the profile at y = O free. Agreement between .
theory and experiment is not attainable by this procedure.

3 (2) The disagreement ~th theory is not co~tied to the present
2 results. A similar ~sagreement iS apparent in the results of inter-

ference measurements presented in references 3 and 8. Although the.
measured density profiles exhibit cer!xxh characteristicsassociated
with transition, in that they fall between theoretical laminar snd
turbulent profiles, the profiles presented in references 3 and 8 tend
toward agreement with laminar theory for increasing Reynolds nuniber
associated with increasing x.

~

This is contrsry to ~ectations if
transition were a factor. Moreover, in reference 8 shadowgraph photo-
graphs were used to confirm laminarity. Thus, flowtm?lsitionis ex-
cluded as a cause of the systematic disagreement.

(3) Transverse contamination (refs. 21 and 8) inone sense, at least,
does not appear to be the source of the error because the disagreement
is similar both for transient (ref. 8) ~d steady-state (present re-
port) qeriments. For transient conditions the temperature in the
corners is lower than that of the plate, whereas for steady-state con-
ditions the corner temperature shouldbe higher. Thus, the resulting
density profiles should be some-t different in the two cases. A
similar conclusion is indicated in reference 8. “

(4) Although the present corner-effect analysis is admittedly crude,
it should permit calculation of the effect to, at least, the correct
order of magnitude. The interaction of the plate and window boundary
layers is not abrupt at right angles, as was assumed in the analysis;
but, rather, a smooth fairing together of the boundary layers may be
expected. However, if the boundary-lsyer cross-sectional shape is as
shown in figure 14(a) or reference 22, then the resulting correction is
opposite to that which would improve agreement between theory and ex-
perbnent. If the cross-sectional geometryis as sham in figure 14(b)j
then the disagreement can be completely accomted for. Prevalent flat-
pla.telaminar-boundary-layertheories (e.g., ref. 19) are based upon
the assumption that the plate span is infinite. However, transverse
bulging of boundary layers on the walls of supersonic wind tunnels has
been found (ref. 23), and it appears not unlikely that similar effects
may occur in the boundary layer on an interposed flat plate. Ulti-
mately, the bulge, which apparently arises from transverse pressure
gadients, might be expected to decay in the constant-area section
downstream of the leading edge of the plate. Agreaent between theory

—. ——.
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and experiment tends to improve with increasing x (refs. 3 and 8) in
concordance with this argument. The ~resent results indicate improved
agxeement between theory and experim~t with decreasing free-stream
density at a fixed value of x, which corresponds to decreased bulging
with decreasing density at fixed x. The effect is confirmed by probe
measurements (ref. 10) at three spanwise positicms.

(5) Finally, temperature variations throughout the wind-tunnel win-
dows are accompanied by variations of window thiclmess and refractive in-
dex. Temperature variations may exist at the window surface adjacent to
the flow, thus causing nonuniform heating of the windows. For example,
measured surface-temperaturedifferences of 2° C between adjacent re-
gions of laminar and turbulent flow on aflatylate are reportedin
reference 8. Section surface-tanperaturedifferences on wind-tunnel
windows are undoubtedly considerably less than 2° C because the boundary
layer is then entirely turbulent. However, from a simpMfied analysis .
presented in appenti G, it is found that a transverse temperature var-
iation of only O.1° C would introduce an absolute error in P* amount-
ing to 0.005, which is on the verge of being appreciable. Further in-
vestigation of the magnitudes of such temperature variations is necessary ,
before any definite conclusions regarding their importance can be
reached. In any event, the resulting error can be ntMmized by choos-
ing window glass having the minimum possible effective combination of
coefficient of thermal expnsion and temperature coefficient of refrac-
tive index andby keeping the ratio of window thickness to wind-tunnel
span as mall as is mechanicaJJy feasible. If necessaqy, a crude cor-
rection for the effect csm be performed by obtain@g an interferogram
immediately following termination of flow. In experiments not reported
herein the effect of nonunifom window heating has appeared as a false
boundary layer following termination of flow.

co
b
x’

.

Sibsonic Air Flow Along a Thick Flat Plate with Blunt Leading Fdge

Boundary-layer density profiles associated with stiskc air flow
along a thick flat plate with blunt leading edge were determined by
means of interferometry for ccmrparisonwith similar profiles obtained
by two other methods of measurement, namely, X-rays and a total-pressure
probe (ref. 24). A sketch of the model is shown in figure 15. A com-
plete description of the wind tunnel andmcdel is given in reference
24. Data pertinent to the interference calculations were as follows:

L = 3.806 in.

i= 2.15x10-5 in.

.

—— —— ——.- ———— - ————
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k= 0.111’Cu ft[slug

0.55< Me <0.78

105< R% < 5X105

x ‘=2.74 in.

8 Six interferograms were obtained for each of four Reynolds number -
2 Mach number combinations. Typical interferograms obtained by using un-

filtered and filtered mercury light (A = 5461 ~) are shown in figures
16(a) snd (b), respectively. Averaged densi~ ~rofiles for each of the
four conditions are shown in figure 17 as functions of the dimensionless
distance y/f3,where the momentju thiclmesses 8 were computed by
numerical integration of the Kkrmdn momentum equation. No attempt has

-~
been made to cmpare the experbnental results with theory. However, for

Y
at least one flow condition (R% = o.443xlo6;~ = 0.55) all.six inter-

ferogrsms indicated densities in the boundary layer adjacent to the
-8 free stream which were slightly greater than p=. This night arise fran

the fact that the air flow made a 90° turn in proceeding fran the plenum
chsmber to the test section. That such a condition may be possible is
shown in reference 25.

~ the present experiment the interferometer was used for deter-
mining the free-stream density p. and the density Pw at the surface

of the model, as welJ as the density field p(y). Because the plate
spanned the wind tumnel, it was ~ossible to drill two l/4-inch-Uameter
reference holes spanwise through the plate at the chordwise location
(fig. 15) at which boundary-layer measurements were desired. Cross
hairs were located within the holes at the wind-tunnel midspan plane,
which was the selected object plane. The wall static hole w was con-
nected to the tunnel air flow by means of a 0.005-inch-diameterhole
which was drilled perpendicular to the plate surface near the midspan
plane. The reference hole r was connected to the external atmosphere
by means of a smdd. hole which was drilled through one of the wind-
tunnel windows. 5e procedure outlined ear33.erin the present report
and detailed in appendix D was used for determining p- and ~.

The preceding technique possesses several desirable attributes,
namely:

(1) The flow is completely undisturbed by ,measuringinstments.

(2) All aerodynamic pressure-measuring instrumentation can be
eliminated.’

——.—- .——..--.. . .—.————— -— —— —— —— -- ———
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(3) Additional reqtired instrumentation consists only of a barom- ~
eter, a thermcnneter,and a thermocouple for measuring the model
temperature.

(4) The entire densi~ field, including free-stream and model
densities, is recorded instantsmeousl.yon a single photographic
negative.

(5) Instantaneous densi~profiles based onsiinultaneous velues
of p sxe obtained.m

(6) Because pw is determined from the interference patterns ap-

pearing in the reference holes, the problem of spurious fringe shifts
caused by the model surface is circumvented.

(7) Temperature gradients within the model are indicated by the
interference patterns appearing in the reference holes. Suitable modi-
fications of the basic technique can usuallybe made in order to ac-
count for such gradients. .

Three different methods of determining the average wall-to-stream
density ratio P* =w PwlPm were compared. The ratio was determined

frcm the interference data by means of the techniqpe already described,
from pressure measurements by using the equation

1
P: =

1 + o.2#m

where the value of the temperature recovery factor ~ was assumed to
be 0.88, and from the pressure md tapezature measurements by using
the equation

(Tt)m
P;=—

Tw 1+:.m:
where (Tt)= was measured.in the plenum chamber.

The averaged density ratios corresponding to
dltions sre ccmpared in the following table:

each of the flow con-

.

.
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.

.

Condi- Rex Mm P: from * fromPw p: from
tion pressure pressure and inter-

probe temperature ferometer
probes

1 O.179X1O6 0.72W.04 0.916#1.OSl 0.923 0.915+0.016
2 .#c2 .78&t.008 .902+.006 .905 .901+.007
3 .443 .550+.008 .949*.005 .953 .946+.003
4 .952 .782+.008 .902+.006 .906 .905+.002

The maximum disagreementbetween the values of p: is 0.9 percent.

Corresponding values of p: obtained by the three methods agree to

within the standard deviations of p%. For the pressure measurements,

the pressure fluctuations were of the order of @.05 inch mercury for
conditions 2 and 3 snd +0.1 inch mercury for conditions 1 and 4. It WaS

apparent frcm the observed interference patterns and the densi~ pro-
files cmnputed from them that variations of p% resulted principally

from flow fluctuations rather than inadequacies of the three methods
for steady-statemeasurements.

The fringe pitch ~~ was,necessarily varied from 0.235 millimeter

(condition 1) to 1.45 millimeters (condition 4) in order to obtain the
zero-order interference fringe in both holes shultaneously (cf. appen-
dix). The correspontig error ~~ varied from about 0.01 to 0.005,

respectively. The values of AN. are considerably less than that of

AN, namely, AN “ 0.04 for all flow conditions, where AN represents
the standsrd deviation associated with all interferogramscorresponding
to a given flow condition. The latter value includes the effect of the
error (+0.0002 in.) in locating the model surface with respect to the
interference pattern. Because AN was from four to eight times great- ‘
er than ~, it is concluded that the scatter of the fringe-shift pro-

files must have been caused primarily by mass-flow fluctuations. In the
present instance only steady-state conditions were of interest. In the
presence of the minor flow instabilities, steady-state conditions were
approximated with sufficient accuracy by averaging six interferogmms.

Extreme values associated with
were as follows:

(1) Applicability criterion:

-2X104 in.-2 <d%/#D <

-o.5xlo4 in.-2 < d2N/dy:

the various criteria and errors

2xlo4 in.=’ (criterion)

<0 (expefient)

. — - .. —...—.—— ——.— .—. ——— .—.—— —.—. _____
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(2) ~y~mt-r~-t=ce-crossi~ criterion:

[dD/dyl <1.0 (criterion)

ldD/dyl <0.007 (experiment)

(3) Series remainders: For the two-term appro-tion,

IR2(P*)I<10-4

R2(D) <0.0001 in.

(4) Corner effects: The
corner effects were

maximum errors introduced by neglecting

Ap* -=0.002

All criteria, including the light-source criterion, were satisfied
and the preceding errors were negktgible. The msximmm refraction cor-
rection varied from 1 percent (at R% = O.179X1O6) to 3 percent (at

R% = 0.952x106) of (Pw - ~~)/Pm. Side-wall boundary-layer density pro-

files were determined by means of a total-pressure probe and were found
to satisfy a 1/9 power-law distribution. Thus, the ev~uation equa-
tions associated with a power-law end-density distribution (n = 9) were
used for cmnputing the corner effects.

Free Convection of Air Around a Heated Horizontal Cylinder

l?reeconvection of air around a horizontal circular cyMnder has
been investigated theoreticalJ-y(ref. 26). Ew?efiental- measuements
(refs. 26 and 5) have given good agreement with theory. Thus, the tem-
perature profile beneath a cylinder can be regarded as known aud can,
therefore, be used for test~ the ~a~sis here~” The CYlfider Problem

(1) Serves as a test of the evaluation equations for a model not
contained within a whd tunnel

(2) Permits comparison of results obtained by treating the temper-
ature distribution as a one-di.mensioti distributim and as an

.

axieillysymmetric distributim

(3) Permits comparison of the present expetientil results with -
previous theoretical and experimental results

-. .——-- _— - -—
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A Dumlumin cyJinder 3 inches in diameter and 10 inches long was
utilized in the experiments. Further details of the cylinder construc-
tion and the experimental procedure are discussed in appendix H.

Sets of interferograms were obtained correspmding to the three
optical orientations depicted in figure 18, namely,

(1) Light propagation parallel to the cylinder axis (one-
dimensional distribution with corner effects)

(2) Light propagation perpendicular to the cylinder axLs at the
midlength plane (axially syametric Mstribution)

(3) Light propagation perpenticulsx to the cylinder axis at an end
plane (depicts corner distribution for computing corner
corrections) /

Typical interferograms characteristic of the three optical orientations
sre shown in figure 19. Orientation 1, shown in figure 19(a), permits
evaluation of the vertical taperature distribution beneath the cylinder
according to the procedure for a one-dimensionalfield associated with.

, a model not contained tithin a wind tunnel. Orientation 2, shown in
figure 19(b), permits evaluation of the same field according to the
axially symmetric method. Orientation 3, shown in figure 19(c), pro-
vides information concerning the density distribution at the ends of
the model.

Interferogramswere obtained for several wall-to-ambient tempera-
ture differences @ in the interval 24° F < @ <450° F by using orien-

tation 1 with K = 1/2 and 1/3 and, also, by using orientation 2. Ac-
cording to the theory of Hermamn (ref. 26) all temperature profiles
which satisfy the conditions

where Gr is the Grashof number, 5 is the boundary-layer thiclmess,
and r is the cykhder radius, should collapse into a single profile
for any given azimuth angle when the Wmnsionless temperature ratio
@/@ is.plotted as a ’functionof the dimensionless distance

~(~f/4dx),where ‘@ is the local-to-smbient temperature difference,

sad g(x) is an azimuth function which possesses the value 0.760 beneath’
the cylinder. In the present experiments the quantities Gr md 5/r
were found to satisfy the inequalities

_— .———...— —. —— —————.—.—-—
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when the kinematic
ature, and

viscosity v was based on the cytider wall temper-

..

0.25 < 5/r c 0.30

Therefore, except for the fact that. 5/r was caqyaratively large, the
conditions of the exper~ent satisfied the regpirements of the theory.

Dimensionless temperature profiles obtained for orientation 1 with
K= 1/2 and computed accorillngto the two-term a~roxbnation with

coh
m

corner correcticms are compared in figure 20(a) with the theoretical m

profile predicted in reference 26. (Incidentally,the dimensionless
coordinates of the theoretical profile are not given in ref. 26 but can
be obtained frcm table I of ref. 27.) Profiles obtained for K = J/3
and computed, first, according to the Wachtell-Del%atemethod (refs. 2.
and 3), which neglects corner effects, and then according to the present
two-term approximation sre compsred with the theoretical profile in
figures 20(b) and (c), respectively. Profiles obtained by using orien-
tation 2 and computed according to Wachtell’s simplification (ref. 28) I
of Von Voorhis’ evaluation procedme (ref. 29) for axially symmetric
distributions are compared in figure 20(d) with the theoretical profile.

.

The kinematic viscosity Y, tich is reqtied for ccmputing the

Grashof nuniber,Gr = ~ (Pw - 1), where g is the ~vitational accel-
8U2

eration and ~ is the wall-to-ambient temperature ratio, was in aU

cases based on the cy3inder wall tempe=ture ~. The effect of basing

v on the smbient temperature T-, rather than Tw, is shown in fig-
ure 21.

Agreement between the experimental and theoretical.temperature pro-
files is genera13y very good and somewhat better than that indicated in
reference 5. This should be expected because, in the experiments re-
ported in reference 5, 8/r was somewhat ~eater (5/r = O.5) than in the
present experiment and refraction was apparently neglected. In refer-
ence 5, the ld.nematicviscosi@ v was based on (Tw + ~ )/2, which was

assumed to be constant for all values of @ . ~ ccxnparingthe tempera-
ture profiles in figures 20(a) and 21 with those in reference 5, it is
apparent that basing v on (Tw + T~)/2 is not the cause of the dis-

crepancy between theory and experiment which was obtained in reference 5.

The max3mum refraction correction varied from 0.2 percent (for
@ = 24°) to 2 percent (for G = 450°) of (PW - p=)/p . The correspond-

p~ corner corrections were found to vary fram 0.8 percent (for
= 24°) to 8 percent (for @ = 450°). Therefore, refraction and corner

corrections were included in computing the temperature profiles.
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Extreme values associated with the various criteria and remainders
were as follows:

(1) @pMcability

-O.EW1O4 in.-z

-1.2Xl@ in.-z

for K = 1/2 and

criterion:

< d2N/~D < 0.8x104 in.-2

< d2N@y~ <0

@ = 450.10 F;

-4xlo4 in.-2 < d2N/~D < 7X104 in.‘2

-2< d2N/~D <0-o.Ulo4 in.

for K = 1~3 and @ = 202.00 F.

(2) Ap~ent-ray-trace-crossing criterion:

/dDfdylcl.o (criterion)

l@Yl <0.~6 (experiment)

for K = 1~2 and @ = 450.1° F;

ldD/dyl<l.o (criterion)

I@Yl < 0.~6 (experiment)

for K = 1/3 and O = 202.0° F.

(3) Series remainders: I?orthe two-term

R2(P*) ~ 0.008

1 for

R2(D) 50.003 in. J

R2(P*) ~ 0.8x10-4

}

for

R2(D) ~ 0.8X10-4 in.

(criterion)

(experiment)

(criterion)

(experiment)

appro~tion,

K = 1/2

The light-source criterion was easily satisfied. The a~licabilim
criterion was violated at the largest values of @ for K = l/2. The
criterion, therefore, must be conservative, as was tidicated in refer-
ence 1, because the corresponding temperature profiles in figures 20(a)

__ ——..- —.——-..- . .. . . .. . .. —_ ——— — -—— ———— —- ———- ..
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and (c) are ti in good agremnent with theory. The distortion remainder
of 0.003 inch for K = 1/2 is only about 0.7 percent of the boundary- 4

layer thickness smd of course, represents the maximum Tossible value
attainable by R2(D\.

CONCLUDING REMARKS

In the three ~etients,
layer thickness to wind-tunnel
values:

Supersonic flow: 26J %

the ratio of wind-tu.nnel-wdl boundary-
span possessed the following maximum

0.06

subsonic flow: 25z/L = 0.16

I?reeconvection: 25z/L = 0.025

Corner effects were negligible in the supersonic- and sdsonic-f low
~eriments but were quite large in the free-convection experiment,
especially for large values of @ . man these results, it is concluded
that relatively thick wind-tunnel-wall boundary lsyers are Mkely to
introduce negligible or small corner effects (although end effects are
usually significant), whereas relatively - end boundary layers are
lJkely to introduce relatively large corner effects when the model is “
not contained in a wind tunnel. Therefore, the existence or nonexist-
ence of windows bounding the model is far more important in determmininn
the significance of corner effects than is the relative end-wall-
boundary-~r thickmess.

‘ The ay@icabili@ snd especially the ray-crossing and lJ@t-source
criteria were effectively satisfied in sJJ three experiments. Only the
distortion remainder in the free-convection experiment appeared to be a
possible significant residual error among the systematic errors which
were evaluated.

Knowledge of the rsmdom error AN= as a function of ~~ (fig. 2(b))

should prove useful in deteniining the error in measuring the fluctua-
tions of N in turbulence studies (refs. 6 and 30) because AN. is
exactly that error which would be of interest.

b reference 31 it is shown that the usefulness of interferometry
in studies of cooled boundary layers is theoretically Umited by re-
fraction of light against the model surface. However, if the model sur-
face is a reflecting surface, then 13_ghtis reflected from the surface
rather than absorbed by the surface as is assumed in reference 31. A
typical interferogram shown in figure 22 and obtained by using the

co
F
N3
m

.

.

..— —
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hot-plate mdel
effect. At the

described in reference 1 illustrates the reflection
cool surface (the lower surface in the interferogram)

the interference fringes do not terminate but, rather, =e continuous,
appearing as reflection fringes below the surface. tie surface is in;
ticated, approximately,by the horizontal line passing through the
vertices of the “psrabo13c”portion of the fringes. Amethod for
evaluating the temperature distribution adjacent to the cool surface
(in the example presented) might be developed by extending the analysis
presented in reference l“to include reflection and the phase shift
accompanying reflection (ref. 32). Success of the method would
obviate the difficulties described in reference 31. The method might
also be applicable when the llght is refracted away frm the surface
by employing an off--s ld.ghtsource expressly for the purpose of ob-
taining reflection fringes. Consideration of off-axis light sources
is included in the analysis contained in reference 1.

g

-$ Although the interference methodpemits.a vast amount of data to
be obtained in a very short time,

y
conversion of the data contained in

E
the interferogam into numerical data is at present a time-consuming
process. The use~ess ’ofthe interference method could probably be
increased most significantlyby the development of an automatic, or
semiautomatic,instrument for converting the data contdned in the ti-
terference pattern into numerical data.

Lewis Flight Propulsion Laboratory
National Advisory Cmnittee for Aeronautics

Cleveland, Ohio, May 13, 1955

—-—--—.- - .— ——-- ..— .—————. —. ———.—. .-————
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SYMBOLS

The following symbols sre used in this reyort:

perpendicular distance from outer hyperbolic-shaped extremi~ of
corner boundary lsyer to intersection of hyperbola asymptotes
(fig. 9)

value of refractive index associated with ~ = O andy=yo
for any given ray trace

refractive-index gradient associated with q = O ady=yo
for any given ray trace

refractive-index coefficient associated with q = O and y = yn
for any given ray trace

section skin-friction coefficient

light-path coefficients (ref. 1)

light-path coefficients (ref. 1)

fringe-shift coefficients (ref. 1)

optical distortion

interference-fringe

Grashof number

final refraction
density field

pitch

displacement perpendicular

fraction of test-section span, K = 1 - ~
L

specific refractiviw

model span

effective model span in wind tunnel, ~ = L

approximation of ~, L$2~ = L - ~~2)

to Z-aXiS and within

- + (Ll + C2)

———
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,

%

W)”

%

z=

%
(2)

%

%

2Z

M

m

N

%

Nw,r

Iv
‘Jr

n

n

P

R

%

..—--

effective span of model not contained in wind tunnel,

%=%++ (rl+tz)

effective wind-tunnel span in determining end correction,

Le
28

=L-—
n+l z

effective span of model not contained in wind tunnel,
Ze =L-lz

reduced model

approximation
Lx n -L

reduced span of model not contained in wind tunnel,
~= L-2( Zz-5z)

extent of corner boundary layer in z-direction ‘

Mach nuniber

lateral magnification

interference-fringe shift in units of fringes

observed interference-fringe-shiftprofile, ~ = ND(YD)

interference-fringe shift associated ~tithdensity difference

P~~- Pr

interference-fringe shift associated with density difference
Pm - Pr

integer

exponent of power-law density distribution

absolute pressure

gas constant

remainder associated with power-series expansion of p~ to two
terms

...——— ---.-..———. ——.-.--—--
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Reynolds number based on length x

physical length

static temperature

total temperature

window thichess “

velocity

NACA TN 3507
.

u

co
P
N-a
to

velocity ratio, u* = Ufum

coorckimateperpendicular to optical ads

value of x associated with ~ S2=0 foranygiven ray trace
.

coordinate perpendicular to optical as

y-coordinate value of

y-coordinate value of

y-coordinate.value of

apprmdmation of yo,

measured fringe

ray trace when

ray trace when

coordinate parallel to-optical mds

distqnce from origin of z to selected object plane

projetted angle formed by ray trace and optical SJCLSin yz-plsne

tanperature coefficient of refractive index

ratio of specific heat at constant pressure
constant volume

error

increment

boundary-lsyer

boundsry-lsyer

P = P(Y)

thichess

to specific heat at

thickness associated with density distribution

‘J
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boundary.~er thiclmess associated with refractive index distri-
bution p2

ray-trace coordinate parallel to optical axis, ~ s z

assned z ccmponent of ray trace in corner adjacent to initial
boundary z = O (fig. 8) (model contained in wind tunnel)

assumed z
boundsry

component of ray trace in
z = O (fig. 9) (model not

a2

assumed z
boundary

assumed z
boundary

q-z+

component of ray trace in

,

corner adjscent to initial
contained in wind tunnel),

corner adjacent to final
z = L (fig. 8) (model,containedin wind tunnel)

canponent of rsy trace in corner adjacent to final
z = L (fig. 9) (model not contained in wind tunnel),

a2

~

ray-trace coordinate parallel to y-coordinate, q =/Y - Y~l

absolute temperature difference, @ = TV - TO

absolute temperature difference, f3= T - T-

wave length of light

refractive index

refractive-index

refractive index

refractive-index
coordinate q

distribution adjacent to

of wind-tunnel windows

distribution adjacent to

value of refractive index associated with
for any given ray trace

.

-———

model, P = FtY)

model as function of

? =0 and y=yo

.——. — ——. — ——.
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refractive-index distribution adjacent to wind-tunnel windows,
!J2= l-%(z)

refractive-index distribution in vicini~ of corners of model,
P3 = V3(Y)Z)

kinematic viscosity

integer

ray-trace coordinate partiel to x-coordinate, ~ =1X - WI

density

value of density associated with q = O and y = Yo for any
given ray trace

density ratio, p*= P()/P.

value of density ratio at model surface, ~ = pw/p=

integer

angle formed

optical-~th

Subscripts:

by ray trace and surface of flat plate
\

length

atmosphere

integer

reference value within hole spanning wind tunnel and connected
to external

model surface

integer

integer

wind-tunnel

ambient, or

atmosphere

or wind-tumnel wall.paraJIlelto model surface

window surface

free-stream, value

.

.

—
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Superscripts:

mean value

1 refers to hinge space associated with csmera lens

41
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APPENDIX B

RANDOM ERRORS IN FRINGE-SKtFI’MEmmmmws

Randam errors in measuring N were determined from interferograms

obtained with monochromatic light (A = 5461 A). Two observers perfomed
the measurements. The pitch of two adjscent interference mcdmums or
minimum was measured five or 10 times, as noted in figue 2. Scatter
of the results in figure 2 proved to be independent of the observer and
independent of whether the measurements involved interference maximum
or minimum. However, contrast variations influenced the scatter, the
computed values of M: being appreciably less for high-contrast inter-

ferograms than for low-contrast interferograms. !l?heeffect of the ratio
of widths of interferencemaxbums to minimums was not explicitly in-
vestigated, although the ratio varied from about 0.4 to 0.8.

It shouldbe noted that the experimental results are based upon
measuraents made perpendic- to straight parallel fringes. When p
is an arbitr~ function of y, the fringe-shiftmeasurements are made
diagonal to d-d fringes. Because the effective pitch in the x’-
direction is the same when p = p- or p = p(y), the value of Ad’

associated with measurements between the inched fringes may be some-
what ~eater than the values presentl.yreported because of the diffi-
culty of exactly locating maximums and minimms along a diagonal path
of approach. In addition, if the second derivative of p is large,
then interference ~ and minimums will be displaced fran the
centerline of the bright and dark fringes, respectively, thus making
settings on maxhums andminimms indefinite. However, the fact that
the normal pitch of the inclined bright and dark fringes is reduced may
provide a compensating factor which.tends to reduce Ad’.

The two-term approximation (UV = b. +blq) equations for p* and

D are, neglecting corner effects,

where

m
Fi
m

.

.

— — .— —___ —
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The preceding equations are derived in reference 1. The corresponiMng
primary maxhuum random errors of p* and D are given by

&* ‘

AD—=
D

The importance of the error AN/N is of interest. Thus, as p* + 1,

.’

1- (2*+ 0, and AN/N ~ ~. l?h~efore, AN/’N is the p

7

error.

However, as p* + 0, 1 - p* ? 1, and AN/N ~ O. Then AN N becomes
less significant and, in particular, msy be insignificant compared with

A%/%=
M
o
d.
a
u)

h.

.

—- ... . . . ——.—- . . . ———.— —— —- —.. —
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AP13mlDm c

SURFACE ~cl?l El?!FEcrs

The primary Zehnder-lkch interference pattern results from the
supe~osition of the test besm, which traverses the test section con-
taining the model, and the reference beam, which circumvents the test
section. The observable forms of interference induced by a flat plate
contained within the test section and oriented nominaay parallel to
the light beam appear to be primarily comprised as follows:

(1) Test besm plus reference beam (Zehnder-Machinterference)

(2) Diffraction by plate edge nearest light source

(3) Reference besm plus reflected besm

(4) Reference beam plus Mght diffracted by plate edge nearest
tmage ~lane

Other sources of interference are not vital to the present discussion.
The first two mentioned forms of interference are quite c-on. The
third form is simihr to Lloyd’s mirror interference. No mention of
the fourth form has been found in the Uterature.

Sources of the various forms of interference may be studied by

(1) Varying the angle q

(2) Uti13.zingboth light beams or the test besm only

(3) V’ the

(4) Utilizing a

(5) Varying the

(6) Varying the

object plane of focus

monochromatic or a white (incandescent)light source

lateral extent of the light source

orientation and pitch of the Zehnder-Mach inter-
f erence fringes

Figures 5 and 6 were obtained with monochromatic light at grazing
incidence to an optically flat aluminized front-surface mirror 7 inches
in length. Additional experimental conditions associated with the
photographs were as follows:

(1) Object plane was at the mirror midspan plane.

.

—
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(2)
q),where

(3)
the test

The

Photographs
photograph

45

in order a, b, c, . . . correspond to increasing
a corresponds to q << 0.

Figure 5 involves only the test besm and figure 6 includes both
beam and the reference beam.

tie appearing in the figures served to locate the surface at
the object plane, and the irregularities (insulation)along the wire
served to permit more critical focussing. b figure 5 the weak vertical
bsmds were causedby glass striations in the camera lenses and are ir-
relevant to the present discussion.

In figure 6(a), for q << 0, narrow reflection fringes similar to
IJ.oyd’smirror fringes are visible. They are producedby the fiterac-
tion of the reference besm and the reflected besm (rather than the test
beam and the reflected beam, which corresponds to LLoyd’s interference)
because the fringes are inclined to the surface. As Q is increased
(q<()), a ~ec~ndpattemof fringes (fig. 6(b)) gradually replaces
the first Pattern. The initial stage of formation of the second pat-
tern is apparent in figure 6(a). The second pattern is inclined to the
surface at a considerably greater angle than the first pattern. The
second pattern is probably caused by interaction of the first patte?m
with llght diffractedby the plate edge nearest the camera because the
fringes are curved (rather than straight, as wouldbe expected if in-
terference were the sole cause). As Q is further increased until
q > 0, me second ~tte~ disappears and a third pattern appears in-
clined oppositely to the second pattern (figs. 6(d) and (e)). The
third pattern is apparently causedby the interaction of light dif-
fracted by the plate edge nearest the Hght source with the reference
beam. The fringes are diagonal and curved and are absent when the
reference beam is eliminated. When P = 0, the spurio~ pattern, ex-
cept for the diffraction pattern produced by the plate edge nearest
the light source, should disappear if the 13.ghtsource is a geometrical
point source. In practice, the light source is always of finite lateral
etient. Thus, the diagonal fringes do not disappear cmpletely, but,
rather, a “picket-fence”effect caused by the combination of the two
opposed patterns of diagonal fringes is observed (fig. 6(c)) when the
light beam and the surface are alined.
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The free-stream density

APPENDIX D.

m CORRECTIONS

Pm within a wind tunnel can be determined

from interference measurements ‘M the boundary layers formed by gas flow
along the wind-tunnel windows exe taken into account. coP

m
The basic equations for optical-path UfYerence A* and fringe

m

shift N are, respectively,

ss~=pds
o

(Dl)

where s is a physical length measured along a ray trace, and ~ is
.

an oytical-path length.

For the present, consider a coordinate z that is parald.elto the
.

interferometer optical axis and has its origin at the wind-tunnel wall
which is imitially traversed by the light. Let z increase positively
in the direction of light propagation, as shown in figure 7. Let a
second coordinate ~ s z be associated with an individual ray trace.
Also, let p2 = 1.L2(z) represent the refractive-index distribution in
the boundary layers adjacent to the wind-tunnel windows. For a rsy
trace which traverses the free stream and the window boundary lsyers,

where 52 is the window boundary-layer thickness, snd the flow is as-

sumed to be symmetrical about the wind-tunnel midspsn plane. For a
rsy trace though the reference hole r~ which is connected to the ex- ‘
ternal atmosphere,

Therefore,

—
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Boundary layers formed on
Thus, assume that W2 is

wind-tunnel windows are usually turbulent.
of the form

()
l/n

%= P(o) + [l% - P(o)1 ~ inthevicini~of 2=0

l/n

P2 =
()

w(L) + [Pm - P(L)] ~ in the vicinity of z = L
w
w

z
4
al

where P(Y = o) s P(O); and, becawe of sme~, P(O) = v(L) ● ~~~

Jo’z V2U .Jo5z~2,w+ (v. - V,,w) (&y’n]u

= V2,W5Z + (v. - —‘2,W) n ~ 1 52

. where

P2,W = P(O) = v(L)

It foll.owsthat

[ (E+-ii+&T)l
J = P=(L - 25Z) - P-J + 28Z I-L2,WN

= (Pm- pJ(L-~bz )(+V2,W-PJ45Z. n+l

However,

v =l+kp (D3)

and the.optical-path difference in hole w with respect to hole r is,
according to equations (Dl) and (D2),

Therefore,

Pw-Pr=N
A

w,r ~
(D4)

- .——-. ———— .—. ——— —.—-
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Assume that the densities at the windows and the other tunnel walls or
model surface are equal, that is, that P2,W = PVT. ‘lhmz substititfig

expressions (D3) and (D4) in the

solving for p~ yield

where

Le
28

=L-—
n+lz

The method for determining

previous equations for N.,rX and

A’2N%—-—
kLe n+l “r m

Pm and ~ is as follows:

(D5)

(1) “White-13ght” interference fringes are oriented perpendicular
to the wind-tumnel wall or model surface. Flow is then initiated in the

.?

wind tunnel. When equilibrium conditions are attained, the pressure,
temperature, and density within holes w and r are, respectively, .
denoted by

(a) Static hole w: ~, Tw, Pw

,.
- (b) Reference

where the waH or mdel
~on of interest.

hole r: pr> ~~ Pr

temperature is assumed to be constant in the re-

(2) The fringe pitch is adjusted until the zero-order fringe ap-
pears centered in both holes simultaneously. This is always possible
except when the flow is trmsient, as occurs in blow-down tunnels. If
Pw = Pr, the infinite-fringe adjustment results.

,

(3) Alternate interferograms are obtqined by using the desired
monochromatic light and a white-light source. The white-light inter-
ferograms are used for locating the zero-order fringes in the inter-
ferograms obtained by using the monochromatic source when minor flow
instabilities exist. Simultaneously,measurements of pa, Ta, and Tw

are made by using a barometer, a thermometer, and a thermocouple in-
stalled at the surface in the region of interest, respectively.

The values of the densities p~” and Pw can be cmuputed in the
following manner:

-.———— —————-—
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CA

3
0)

.,

{1) The atmospheric density pa is calculated from

Pa
Pa=~

a

where R is a gas constant, and pa and Ta are @ven by the baraet er

and thermometer, respectively.

(2) Then, ~ is given by

T
Pr= #Pa

w

where Tw is obtained from the thermocouple.

(3) The density ~ at the surface of the

fram

Pw =
?L

pr + ‘w,r ~

model is then calculated

where ~, r, the number of fringes in the x‘ interval between the

zero-order fringes in holes w and r) may be determined readily be-
cause the fringe pitch d’ may be measured and is independent of the
_tude of P in the two holes.

(4) The free-stream density

Pm = % + ‘-,r

P iS giVellby
w

where

Le
2

=L-—
n+lbz

~,r is the number of fringes in the x’-interval.between thesnd N

zero-order fringe in the reference hole and the zero-order fringe in
the region corresponding to the free stream.

—. .-— —-—--.——— .. . —— —.. ____ ._. —...—.—. .—. . .—.
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AIEENDIX E

REFRACTION AND CORNER CORRN2110NS (MODEL SPANS W13@3TUNNEL)

Evaluation equations which include corner, as well.as refraction,
corrections can be derived by extenMng the analysis contained in ref-
erence 1.

Assume that -esim comdinates X)YJ z form a fi~t--ded
system having its origin at the intersection of the leading edge of the
model with the wind-tunnel.wdl which is initialJy traversed by the in-
terferometer 13.ghtbeam. Coordinate z is taken essentiaJJy yarallel
to the light path, as shown in figure 8, and coorcthates x and y
are essential perpendicular to the light path. A system of conjugate
coordinates
relations

where m is
third set of
ditidual ray

— —
X-r,yt,z’ are determined in the camera-image space by the

x’ = -mx

Y’ = -w

z’ 2=mz

the lateral magnification produced by the camera lens. A
Caxtesian coordinates ~,q,~ is associated with each in-
trace such that

+--%1

where the initial coordinates of any given ray trace entering the wind
tunnel are (xjy,z) = (XO,YO,O), or (E,n)g) = (o)o~o)“ consider bo~@-

lsyer refractive-index distributions:

P = P(y) adjacent to the model surface

Let ~ and 52 denote the boundary-layer thichesses associated with .

w and p2, respectively. The qusmtities ~ ad 82 ~ alWSYS be

regarded as positive. Although the geometry of the corner boundary .

layers may be similsx to the geometries shown in reference 22, for
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simplicity of

51

the subsequent analysis the isopycnic ties will be asswed
to form right angles in the corners. Thus, p and P2 extend into the

corners and intersect along the diagonal surfaces

Y/z “ ~l~z (Oszsbz)

y/(L - Z) = yl~z (L-z szs L)

Note that the fillet adjacent to the ambient region is thereby neglected.
The preceding assumption should be reasonably valid because Kennard
(ref. 4) has shown by example that a measured distribution p(y) is
relatively insensitive to variations of the assumed corner gecmetry.
The resulting geametry and representive ray traces are shown in fig- “
ure 8. As in appendix D, symmetry of the bounda~ layers is assumed.

As in reference 1, v is assmed to be monotonic and representable
for each ray trace in terms of

in an interval YE - yo, where

and AY7 <<1 because p = 1.

q as

~ w’ =5 b,]Y- Yolv
V=o ‘=0

Y =yH when q=H,w=~at q=O,

The subscript notation is used for q

in order to differentiate between w as a function of y and w as a
function of q. The coefficient bv is defined by

bv+($)o=+($j$yo
where the choice of the + or - sign depends upon whether w is an
increasing or decreasing function of y, respectively.

Light Path

The ray traces are straight 13.nes,except in the field p, where,
as in reference 1, it is assmned that each ray trace can be reprqseuted
by the power series

——..- .—— — ..——— ~ ——.——-—-
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where, by definition,

H the Eght source is an tial-point source, the limiting ray-trace
displacement ~ = H in the field v is gi,yenby

a
a P

E

m
H=

c: G
m

a=2,4,6,...

where

1
c; ‘m

and the

b~l)z,...

reduced model

.

.

where, by virtue of the boundary conditionsy

The ul.tbate displacement at ~ = L is, appretel.y,

()(iJJH+c2~L

Distortion

~ closed form the distortion is given by

D=
()

H+(~2-KL)g
ML

.

.

. .——-— — .-— —
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where

‘RK= l-y

and ZR is the real locus of ~oints which are imaged at the selected

image plane. By virtue of the r~-trace seties and the corresponding
eqansicrl

. .

for its derivative, the

D=+

distortion is given

~ &

u=2,4,6,...

WLnge Shift

in series form

- g2j C*&-l-

by

In the present instance the measured fringe shift serves to as-
sociate the boundsry-layer density distribution p(y] with the free-

. By a@ying equations (Dl) and (D2), the opticalstream density p .

length *1 of a ray trace through the plate and window boundary layers

iS @Veil by

whereas for a ray trace through the free stresm and window boundary
layers,

where

———. .._—._.- . .. —.——._ .—.—.— —. –————-— ———— —
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.

p=~at~ = L, and the last term in the expression for ~e results

from refraction (ref. 20). Ray traces through the field v are given
in terms of the auxilisry coordinates ~,q,~ by the differential
equation (ref. 20)

It follows that
(m
P
to
m

P
secf3=J

Po

which results by substilarbingthe right sides of the four preceding ex-
pressions into the expressions for *1 and ve, and then expanding

P;/PO in the form

V2
4
Vo

=i.lo+20Jln +.*.

where terms in Ap~. .. are infinitesimals of higher order.

Algebmic expressions for those integrals which involve p2 depend

upon the functional form of p2. However, the integral involving 47

can be evaluated in series form, as in reference 20.

Solution for an effective-average window-boundary-lqer density

distribution. - Assume that yw2d~ is of the form
.

———- ——— .—— —
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.

which is strictly not an average density assumption although it, hence-
forth, will be referred to as such. Because of symmetry,
w(o) = P(L) = I-L2,W1md equation (El), therefore, becames

The fourth term on
panded as folJows:

I@&, - P“(L- %) - (P2,W+IQ5Z AL%
‘o

the right side of the preceding equation can be ex-

Thus, letting

However,

W,,w Va

P. ‘~

%=%+* (Q+ K,)

there results, following rearrangement

=L-+(L1+<,)
of terms,

By uti~zing the series expansions for p and TI,
the coordinates of the integral in order to @ve a
the preceding egyaticm becomes in series form

and by translating
lower limit of zero,

.—— .—--—----- .-.. —.— ——— ——...——— -- –———— .—. —.-— -- --—
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bvc= ~
22 E ~ +’1 g+l +
v=l u=2,4,6,...

where the coefficients Ca,v are given by <ref. 20)

C4,1 =~bb1212

C2,2 = o

12
‘4,2 =x%

. . .

. . .

.
. . . . .

. ● ✎ ✎ ✎

✎ ✎ ✎ ✎ ✎

Solution for power-law window-boundary-layer density distribution. -

Assume that

Because of symnetry, I-L(O)= v(L) = V2,W, as before. Fo1.10~w ~tegra-

tion of those integals which involve V2 (in the same manner as in

appendix D) and the col-1.ectionjwhenever ~ossiblej of me terms ~ P>
equation (El) becomes

{

~Lj?+&ll}+
~= (P@.)k-(P.-P2,w) E&2-%-&pz ~z

L’R+’!q

J[

n+l

Pa I& -
2 AlJ#+*L2-~KL+* ~

c1
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However, because

57

n+l

‘v
n

POD- Pzvz
and the term ~

Po ~
~ is of smaller order than the

adjacent terms, it follows that

which beccmes in series form

N~ = (ILO- I-L-)%+

Evaluation

v~l IJ=2,4j6)..●

(E3)

Equations

can be derived by applying the pre-The final evaluation equations
ceding results in the same manner as in reference 1. The procedure is

as follows: After 1 + kp is mibstituted for p (with the a~propriate
subscript retatied)~ evti~ (E2)J or (E3)) iS SO1’Vedfor P = PJp.#

the choice of ecymtion depending upon the choice of the window-bounm-
layer assumption. The quantity PO represents the density associated

with the profile p(y) at the ordinate value YO. The expansion

. ... .—..—.. __ —.— — ———— —— .—.—— ——-———- ———- .- .--—
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determines the fhal form of the evaluation equations. Thus, the final
equations are denoted according to the nuniberof terms of the prece&lng
series which are utilized. Only the one- or two-term approximations
appear to be of practical use when corner corrections are to be made.
By considering only two terms of the series, all coefficients
~ (v > 1) are assmed to be zero; hence W coefficients c% and

%, v which involve bv (v > 1) are also zero. E only the first term

b. S PO of the series eqmnsion for ~ is cmsidered, then ti we

X sums are zero. Because & = PJPe at y= Yo~ whereas the corre-

sponding measured value of N is associated with y = yD, the indi-

cated distortion correction must be performed in order to determine the
value of yo. E the preceding operations are performed, the evaluation

equations (with the exception of bl) presented in the section Densi~

Field p(y) (Model Spans Wind Tunnel) are obtained. The derivation of
expressions for bl is considerably more complicated. First, equation

(E2), or (E3), is differentiated with respect to y. An expression for
dN/dy at y = y. is, thereby, obtained. However, by measurements on’

an interferogram a distorted value di/dyD at y = yD is obtained.

It is shown in reference 1 that the two quantities are related by

Therefore, the series e~ansion for D must also be differentiated
with res~ect to y. When the expressions for dN/dy and dD/dy axe
substituted in the preceding equation, three additional assumptions,
namely,

(1) blL <<l

(2) bz/~ is of the order of unity

permit reduction of the equation to a form which is Wear with respect
to bl. Because (d~/dL)L = blL is the ~ slope of any given ray

co
F
to
m

_——
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trace with respect to the optical -s, assmption 1 is certainly valid
in practice. Moreover, if the window-boun~-layer thiclmess does not
exceed the model-boundary-layer thickness by an order of magnitude, then
assumptions 2 smd 3 are satisfied. The intermediate equations me

the effective-average density assmption, or

the power-law density assumption. ~ practice all terms in each
expression for bl are usually small compared with the first term (say

less than 10 percent of the first term) and, also, wilJ tend to cancel
wheu algebraic signs are considered. The final expressions for bl
are then, respectively,

IICWL——bl=dyD~
or

Jn any given experiment the maximum values of the neglected terms should
be estimated in order to confirm the vaMdity of the final solutions.
Unless the resultant magnitude of the neglected terms is considerably
greater thsn 5 or 10 percent of the first term, they can stilJ be neg-
lected because the error in determining dN/dyD alone can cause an er-

ror of 5 or 10 percent in detemdning bl.

—.————— _—_ .——- .————.. ——--—
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APPENDIX F

REFRAHION AND CORNIIRCORREC210NS (MoDEL NOT co~m

WITHRim TUNNEL)

H the mcdel is not contained within a wind tunnel, then the func-
tion W, the coordhate systems, and the quantities ~ ad 5Z Cm

be defined as in appendix E. The additional function P3 = lJ3(Y#) is

introduced to represent the refractive-index distribution at the corners
and 22 defines the extent of the corner boundary layers in the

z-direction. The appropriate geanetry and representative ray traces
are shown in figure 9. The assumed geometry of the corner boundary
lsyers is llkelyto be more critical than in appendix E because the
zadii of the isopycnic lines around the ends of the model are relatively
Larger. However~-Kennard’s results (cf. appendix
to the present case. It will be assmned that the

w Mer h tie vicini~ of the spanwise ends of
sentable by the hyperbolas

(Y- Q(%+d =-a2/2

in the vicinity of z = 0, aud

E) apply specifically
outllne of the bound-
the model is repre-

(y- 5Y)(z -L- ?52)=a2/2

in the vicinity of z = L, where
the isopyncnic he bounding the
the asymptotes of the hyperbola.

a is the perpendicular distance fran
smbient fhid to the intersection of

Light Path

D the field p,

0

H= z %%
CI=2,4,6,...

where the reduced model

~= L-2(2z-5z)

Span iS givm by

..— .
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E
-1
CD

The ultimate displacement in the space-variant field is,

Distortion

In closed form the distortion

D= H- (KL +

or, in series form,

2

is given by

61

approximately,

a=2,4,6,...

The determination
respect to the ambient

I?ringeShift

of the boundary-layer distribution p(y) with
density is of interest. Thus,

r

L+6Z-2Z L+8z-lz+~~

w3d~ + pals+ r v#s

%=I-Le~L- 22z+25z +r~+t2)+(m+T2

The upper limit of JP3dS i~ only apprmte.

+5z- ‘~)(sec pL

However, because

- 1]

(1) The exact profile of the boundary-layer outline is indefinite

(2) The exact corner densi~ distribution is unknown

the assmed upper Umit appears to be sufficiently accurate for practi-
cal purposes. Performing the operations indicated in appenddx E yields

. .. —.— —---- —. .. ——— ——— — A————
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.

where

~e=L-zz+5
z

Assuming an
to assuming that

()?1)

Then equation’

effective-average end density distribution corresponds

reduces to

where the effective-test-section span is

Ik series form the result is

NA=(Po-P”)q+2 r z XIv ~+’ -
V=l IS=2,4>6,...

——— ——
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Evaluation Equations

The final evaluation equations are obtained in the same manner as
in appendix E. If, as in appendix E, it is assmed that blL <<1,
then

*bl=g*+i~”p)a’[(yo:~,’+(,=:%)’]
E+
CD which reduces to

when the second term is small.compsred with the first term. The second
term is usually small cmpared with the first term because, by assump-

az a2 2 2Z. This assumption is reqtired by the. tion) ‘(YO -
by)” ‘(YH - by)’

fact that the isopycnic lines are assumed to be hyperbolic at the
corners. It can only be violated when yo, yH ~ by. However, in the

vicinity of y = 5y? P(Y) + P and the entire corner correction is

then kno~m to be negM@.ble ;om physical considerations.

.

. . — ——.— - —— —- —. —-. .—
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APPENDIX G

EFFECT OF NONUNRW3M HEATING OF WIND-TUNNEL WINDOWS

Consider two ray traces which traverse a test section bounded by
windows. Assume that the traces are parallel to the optical, or z-,
axis and that refraction is negligible. Let %(z) represent the tem-
perature difference at any given value of z along the two paths
within each window, where by symmetry ‘T(z)possesses the same dis-
tribution throughout both windows. Then, neglecting possible ef-
fects of thermal stresses within the glass,

J’

t
.A$ = Z(wg + B) o z(z)dz

within the two windows, where t is the window thiclmess. The Co-
efficient of thermal
refractive index P

respective values

&pansion a and the
possess, for ordinary

a = 8X10-6/OC

p “ 1.5XLo-6/oc

\
at 20° C for A = 5893 ~ (sodium D-lines).

in p*, the preceding expression beccnnes

1
(

temperaturecoefficient of
mown glass (vg ss1.52), the

f

2(ql + p) t
4* = kp~ o

T(z)dz

US- T(z) << I’T2,W - Talj SO that ‘r(z) can be regarded as a linear

function of z, correspon~ to heat conducti~ tJwough a Pme ~
of infinite lateral extent. Thus,

w

W terms of the error AP*

where %(0) represents the temperate difference at the internal surfaces
of the whdows. The preceding values of the required constants were used
to compute the value of 4* reported in the section Supersonic Air Flow
Along a Flat Plate.
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APPENDIX H

cxLmDRIcAL MOIIEL

65

The cylindrical model consists of a 3-inch-&kmeter, 8-inch-long
Duralumin tube with l-inch-thick walls and is bounded on both ends by
l-inch-thick removable end caps. The end caps support a 3/4-inch-
diameter alundum tube wound with ni.chromeresistance wire tithin the
outer cylinder. The.resistance-wire leads were passed out through
the centers of the end caps (one lead through each cap) and insulated
from the caps by Fiberglas sleeving. The spacing of the resistance
wire was reduced nem the ends of the tube in an attempt to produce
uniform heating of the exte~or surface of the outer cylinder. Iron-
constantan thermocouples were located at 11 points on the @erior sur- “
face of the Duralumin cylinder. Temperatures indicated by the thermo-
couples were recorded automatically.

For experimental purposes the heater was”suspended frcm a ad-
justable horizontal supporting rod by piano wire. Thus, the heater
was, effectively, freely suspended in space. Air conditioning in the
large room in”which the experiment was performed was shut off, and the
cylinder was shielded from stray air currents. The heater current was
controllable by means of an autotransformer,thus permitting attain-
ment of a virtual steady-state condition while obtaining an interfero-
~am and simultaneously recording the surface temperatures.

A small ambient temperature rise (appradmately 1° F) was recorded
in the shielded region during each run by means of a thermometer. The
effect of the ambient temperature rise was included in the calculation
of the tempemture profiles. The temperature variation over the ex-
terior sMace of the cylinder was found to be less than 2° F through-
out the range 24° F < ~ < 450° F.
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(a) orientation of fringes parallel to grad +3.

I
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(b) Orientation of fringes perpendihhr to grad p .

Figure 1. - Interference-fringe orientation.
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Figure 12. - lim8~nts of laadnar boundsry layer ensooiated tith Bupemonic flow along an insulated flat
plate .
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(c) &ction Bkln-friction coefficient as function of section Reynolds number.

Figure 12. - Concluded. Measuwnts of lamtnar boundary layer associated with

supersonic flow along an insulated flat plate.
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(a) Unfiltered mercury light.

(b) Filtered mercury light (A= 5461 8).

Figure 16. - Typical interferograms of boundary layer induced by
subsonic flow along flat plate.
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Figure 18. - Orientations of light beam with respect to cylinder.
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(a) Orientation: Lightpropagationparallelto cylinderaxis.

Figure 19. - Typicalinterferogramsof heatedhorizontalcylinder.
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Figure 20. - Continued. Dimensionless temperature profiles beneath
horizontal circular cylinder.
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